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Goal

Propose a stereo-aware speech enhancement training framework.
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1. Preserve the stereo image while 
performing speech enhancement.

2. Evaluate perceptual enhancement 
through subjective tests.



Mono Speech Enhancement

• Enhance spectrogram and add 
mixture phase at the output.

• Feed stacked (real,imag) and 
output (real,imag).
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Image from https://acousticsresearchcentre.no/speech-enhancement-with-deep-learning/



Stereo Speech Enhancement (LRindp)
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Train one mono network and feed L/R independently.

Drawbacks:

• Channel coherence info is completely ignored.

• Inference time is approximately doubled.
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Stereo Speech Enhancement (downmix)

Train using downmix.

Prediction:
• Enhance downmix.

• Add phase difference between mixture stereo and enhanced downmix.

Drawbacks:

• Added noisy phase at prediction time is not optimal.
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Stereo Speech Enhancement (end-to-end)

End-to-end stereo input stereo output.

No guarantee to preserve the stereo image.
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Stereo-aware Training

Training loss

Speech reconstruction                  Stereo image preservation
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Speech Reconstruction Loss

Log spectral distortion
Time loss
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Stereo Image Preservation Loss
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Network Architecture
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Presence of Time Loss
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• Higher SDR.

• Overall phase preservation.



Mono to Stereo
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• Stereo preserves IID better 
than LRindp.

• LRindp has higher SDR and 
POLQA.



Image Preservation Loss
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• Higher POLQA and SDR.

• IID to improve SDR.

• IPD to increase POLQA.



Subjective Evaluation

MUSHRA test.

Approx. 2,750 listeners. 

Overall quality (OVRL).

Stereophonic image 
quality (IMG).
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Model Independence
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Proposed stereo-aware training improves SDR and preserves stereo image (e.g., 
IID, IPD, IC, and OPD) independent of the network architecture.



Check out our poster #4816

Session: SPE-33: Speech Enhancement: Training Schemes and Losses.

Tuesday, 10 May, 20:00 – 20:40 (Singapore Time, UTC +8)

Bahareh Tolooshams
btolooshams@seas.harvard.edu
https://btolooshams.github.io
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